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Introduction Related Work
Molecular Representation Learning plays an import role in high-precision drug 
discovery (such as molecular property prediction, target activity prediction). 

Limited by a single modality: The paradigm of learning from a single modal-
ity gradually encounters the bottleneck of limited representation capabilities.

Multimodal fusion has limited improvements: 1) similar modalities and 
encoding ways. 2) weak feature extraction ability, resulting in insufficient comple-
mentary  information between modalities. 

Graph-based Molecular Representation Learning: In view of the high cost of 
annotating molecules, recent studies mainly learn from large-scale label-free molecular 
databases by designing pre-training strategies. 

Image-based Molecular Representation Learning: Because graphs are 
discrete and unordered, some researchers consider representing molecules as 
images and utilizing mature computer vision techniques to extract features. 

Cross-Modal Knowledge Distillation: As an important branch of knowledge 
distillation, crossmodal knowledge distillation (CMKD) is still a relatively emerging field, 
which refers to using a teacher from another modality to supervise the learning model of 
the current modality and improve the performance of the student during inference. 

(b) Pre-training teacher model
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Overview of the IEM: The image-enhanced molecular graph representation learn-
ing framework (IEM), which equips knowledgeable teachers and distillation 
strategies to prevent negative transfer

IEM Framework Results

Our method: We propose an image-enhanced molecular graph representation learning 
framework (called IEM) that leverages multi-view molecular images rendered from  3D 
conformations to boost molecular graph representations.
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The process of pre-training the teacher: Use 5 pre-training tasks to train 
a knowledgeable teacher. 

Execution process of the knowledge enhancer: Exploit image-based 
teacher to enhance graph-based student by using the knowledge enhancer and task 
enhancer.

Execution process of the task enhancer: Train IEM and inference in down-
stream tasks.

IEM has the following  advantages: (1) Universality: IEM can be integrated 
with any  graph-based method. (2) Effectiveness: IEM significantly  improves the 
performance of several graph-based baselines. (3) Efficiency: As low as 5% of training 
images can still improve performance; (4) Compatibility:  IEM is compatible with both 
2D and 3D molecular images  and different rendering strategies.

Datasets: 1) 2 millions unlabeled molecules with 3D conformations from PCQM4Mv2 
database. 2) 8 binary classification datasets from MoleculeNet. 3) 4 regression data-
sets included in GraphMVP. 

Comparsion with other methods in classification tasks: The ROC-AUC 
(%) performance of different methods on 8 classification datasets of MPP.

Different GNN Architectures: 
The average ROC-AUC (%) perfor-
mance on 8 classification datasets 
with different GNN architectures.

Different Image Rendering 
Strategies: The average 
ROC-AUC (%) performance on 8 
classification datasets with different 
image rendering methods.

Ablation Study: Ablation results 
on knowledge enhancer (KE) and 
task enhancer (TE). 

Molecular graph Molecular image

Image Efficiency: The average 
ROC-AUC (%) performance on 8 
classification datasets with different 
number of images.

Comparsion with other methods in regression tasks: The ROC-AUC (%) 
performance of different methods on 4 regression datasets of MPP.


