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Challenges in Molecular Representation Learning

Limited by a single modality: The paradigm of learning from a single modality (e.g., molecular graph)
gradually encounters the bottleneck of limited representation capabilities.

Graph

GNN or its variants

MLP for downstream 
prediction

Therefore, some researchers proposed multi-modality learning methods between 2D graph and 3D graph to 
generalize molecular representation, such as GraphMVP and 3D Infomax.

[1] Liu S, Wang H, Liu W, et al. Pre-training Molecular Graph Representation with 3D Geometry[C]//International Conference on Learning Representations.
[2] Stärk H, Beaini D, Corso G, et al. 3d infomax improves gnns for molecular property prediction[C]//International Conference on Machine Learning. PMLR, 2022: 20479-20502.

GraphMVP[1] 3D Infomax[2]



Challenges in Molecular Representation Learning

Multimodal fusion has limited improvements:
• Similar modalities and encoding ways: As shown in the left figure below, the 3D graph and the 2D 

graph has a high Pearson similarity.

• Weak feature extraction ability, resulting in insufficient complementary information between 
modalities. As shown in the right figure below, 2D graph and 3D graph are limited in understanding the 
8 basic attributes of molecules (such as molecular weight, LogP, etc.).

Correlation coefficients between different 
molecular representations and 2D graphs

Average RMSE performance of different molecular 
representations on 8 basic chemical attributes

We find that:
• 3D image has high Pearson similarity with 2D graph, indicating that 3D image can provide more 

information to 2D graph;
• 3D image achieves good performance on 8 basic attributes of molecules, which can help 2D graph to 

better understand the basic attributes of molecules.



Challenges in Molecular Representation Learning

Exploiting the rich information in molecular images to enhance representation learning of 
molecular graphs:
      Multi-modal fusion learning between graph and image: requires additional computational costs in 
the training and inference stages

      Knowledge distillation: describe the process of information transfer as how to use a knowledgeable 
teacher (image) to teach an excellent student (graph), which only introduces the prior of the image into 
the graph-based model during the training phase without modifying any baseline model. 



An Image-enhanced Molecular Graph Representation Learning Framework (IEM)

Therefore, we proposed an Image-enhanced Molecular Graph Representation Learning Framework, 
called IEM.

There are two key design principles:

• Knowledgeable teacher model.

• Effective distillation strategy.



An Image-enhanced Molecular Graph Representation Learning Framework (IEM)

Knowledgeable molecular image-based teacher model

We considered four different types of knowledge, as follows:



An Image-enhanced Molecular Graph Representation Learning Framework (IEM)

Knowledgeable molecular image-based teacher model

5 pre-training strategies to enhance the representational power of the teacher model:
• ICL: contrastive learning between 2D and 3D images

• ADP: atom distribution pre- diction task 
• BDP: bound distribution prediction task 

• GDP: geometry distribution prediction task 
• PDP: property distribution prediction task 

Pretraining data: 2 million molecular conformations.



An Image-enhanced Molecular Graph Representation Learning Framework (IEM)

Effective distillation strategy

2 enhancers to align graph and image in logit space to avoid modality gaps in feature space:
• Knowledge enhancer is used to transfer 4 basic knowledge (atom, bound, geometry, and 

chemical property) from image to graph.

• Task enhancer is used to transfer knowledge related to downstream tasks from images to 
graph.



An Image-enhanced Molecular Graph Representation Learning Framework (IEM)

Training and inference

In the knowledge distillation stage, we freeze the 
teacher model and use the knowledge enhancer and 
task enhancer to transfer the teacher's knowledge to 
the student. In the subsequent reasoning stage, we no 
longer need the teacher model, only the student model 
is needed to complete the reasoning.

The loss function of distillation stage:

• ℒ"#  is distillation loss from knowledge enhancer.
• ℒ$#  is distillation loss from task enhancer.
• ℒ$ is the loss from the student model on the 

downstream task, such as the cross entropy loss.
• 𝜆"#  and 𝜆%#  are the balance coefficient.



Datasets and Settings

• Datasets: 8 classification datasets and 4 regression datasets from molecular property prediction task.
• Splitting: All datasets are divided into training set, validation set and test set according to 8:1:1 with 

scaffold split. 

• Evaluation Metric: ROC-AUC for classification tasks and RMSE for regression tasks.
• We report the mean (standard deviation) performance of 10 random seeds from 0 to 9.



Results

The performance on 8 classification datasets and 4 regression 
datasets.
• IEM consistently improves performance across all baselines.



Results
• IEM can improve the performance of different GNN architectures

• IEM is compatible with conformation-free molecular images, which improves the performance 
of EdgePred and GraphMVP by using 2D images.



Results

Ablation study on different image size
• The more images used, the more obvious the performance improvement

• When using only 5% of the image data, it can still achieve a good performance improvement, 
showing the efficiency of IEM.



Results

Ablation study on two enhancers KE and TE
• KE and TE can consistently improve the performance of different GNN architectures

• The improvement of KE is larger than that of TE, indicating that atomic, bond, geometric, and 
property knowledge is more effective.

• By combining both enhancers, even more performance gains can be achieved.
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